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Abstract: Microarray data has been widely applied to cancer classification, where the purpose is to classify and predict 

the category of a sample by its gene expression profile. The cancer classification is required to identify the significant 

genes that are a good subset of original features. For evaluating the goodness of a subset of features, the feature 

selection methods fall into two broad categories: the filter approach and the wrapper approach. Since wrapper methods 

are computationally very intensive, filter approach is chosen for selecting the most informative genes.  DNA 

microarray is a gene chip which consists of expression levels for a huge number of genes a relatively small number of 

samples. However, only a small number of genes contribute in accurate classification of cancer. Therefore, the 

challenging task is to identify a small subset of informative genes which has maximum amount of information about 

the class. The feature selection method is used to find the informative genes which helps to minimize the classification 

errors. The hybrid correlation methods are used to find out the correlated and negative correlated features. The 

classifier Support Vector Machine along with Decision Tree Algorithm is proposed to classify the features. The result 

is compared with the performance of neural network classifier which gives better accuracy in positive correlated 

features than hybrid correlated and negative correlated features. 
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I. INTRODUCTION 
 

1.1 Data Mining  

Data mining refers extracting or “mining” knowledge from large amounts of data. The data mining should have been 

more appropriately named “Knowledge mining from data, which is shortly termed as “Knowledge mining”. The 

popularly used term is Knowledge Discovery in Database, or KDD. There are many other terms carrying a similar or 

slightly different meaning to data mining, such as knowledge mining from databases, knowledge extraction, 

data/pattern analysis, data archaeology, and data dredging. The interesting patterns are presented to the user, and may 

be stored as new knowledge in the knowledge base. 
 

1.2 Gene Expression Data 
 

 
Fig. 1Process of forming DNA Microarray and acquiring gene expression data 

 

Gene expression is the process by which inheritable information from a gene, such as the DNA sequence, is made into 

a functional gene product, such as protein or RNA. DNA microarrays are created by robotic machines that arrange 
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thousands of gene sequences on a single microscope slide. Actually in our body the entire cell contains identical genetic 

material, but the same genes are not active in every cell. To determine which genes are turned on and which are turned 

off in a given cell, it is required to collect the mRNA molecules present in that cell, and then label each mRNA 

molecule by using a reverse transcriptase enzyme (RT) which generates a complementary cDNA to the mRNA. During 

that process fluorescent nucleotides are attached to the cDNA. A red spot indicates that the specific gene is more 

expressed in tumor, a green spot indicates that the specific gene is more expressed in the normal tissue and a yellow 

spot means that the specific gene is equally expressed in normal and tumor. 

 

1.3 Selecction Methods 

Selection is an important topic in data mining, especially for high dimensional datasets. Feature selection (also known 

as subset selection) is a process commonly used in machine learning, wherein subsets of the features available from the 

data are selected for application of learning algorithms are used as three methods as follows. 
 

 
Fig. 2 Filters, Wrappers and Embedded Methods. 

 

II. METHODOLOGY 

 

2.1 Gene Expression Dataset Preprocessing 

Gene Expression Dataset preprocessing of microarray gene expression data. Before preprocessing, do the Pre-Analyses 

module. It automatically selects or unselects different options and gives useful information to the user. After checked 

pre analyses performed by the Pre-Analysis module, the real data processing starts. The list of available preprocessing 

functions includes. 
 

2.1.1 File Format 

It checks that all the patterns have the same number of conditions. It adds extra missing values or removes extra ones if 

needed. It also checks that all the patterns have a valid identifier. It adds a unique one when necessary. It also keeps a 

list of symbols interpreted as missing values and displays this information. 
 

2.1.2 Dimension of the Dataset  

The server expects a dataset with more rows (genes) than columns (Experimental conditions). It displays a warning 

message if it founds more conditions than patterns, as could happen if the data matrix is transposed. 
 

2.1.3 Scale of Expression Patterns 

The server plots the histogram of values found in the data set and looks for negative values. It assumes the user did not 

log-transform the dataset if none is found. It displays a warning message, log-transforms the data internally to continue 

with the analysis, auto-selects the option for log-transforming the dataset and plots the new histogram of log-

transformed values. 
 

2.1.4 Replicated Genes 

The server looks for replicated genes and merges them into their average pattern. The list of replicated genes as well as 

the number of them is displayed. The server also plots an additional histogram of distances to median of replicates to 

guide user in selecting a good threshold for removing inconsistent replicates. 
 

2.1.5 Missing Values 

The server obtains the number of missing values for this dataset and suggests the best imputation method among the 



ISSN (Online) 2278-1021 
ISSN (Print)    2319-5940 

 
 

 

 

International Journal of Advanced Research in Computer and Communication Engineering  
 

nCORETech 2017 
 

LBS College of Engineering, Kasaragod 

Vol. 6, Special Issue 3, March 2017 

Copyright to IJARCCE                                                              DOI 10.17148/IJARCCE                                                                                            10 

IJARCCE 

 

available ones depending on the amount of missing values, the amount of complete patterns and the number of 

conditions. It also plots a histogram of the number of missing values by pattern. 

 

2.2 Applying for Pre-Filter Methods 

Filter approaches are easily scalable to very high-dimensional datasets and accurate, they are computationally simple, 

and classifier independent .It is divided in 4 sections, start with pre-filtering, then define ideal feature vectors for 

selecting correlated features, then  find the hybrid negative correlated features and lastly check the recognition accuracy 

of features on a classifier. 

 

2.2.1 Normalization and Pre-Filtering 

Normalization is a data analysis technique to design a database system. It allows the database designer to understand 

the current data structures within an organization. Furthermore, it aids any future changes and enhancements to the 

system. The end result of normalization is a set of entities, which removes unnecessary redundancy (ie duplication of 

data) and avoids the anomalies discussed earlier. Normalization follows a staged process that obeys a set of rules. 

For this unit you only need to be aware of the above three forms. However, the process to transform them is not 

assessed and, therefore, not described. Finally, from the normalized tables, a data model is produced. 

Earlier is an example of a data model containing several entities. The normalization process helps us determine the 

entities required in the system being modeled. These entities can then be represented in a data model. Later, following 

the normalization process to determine the entities, the data model itself is constructed. 

First, the process of normalization (to 3NF) is demonstrated by use of an example. Normalization is a bottom-up 

technique for database design, normally based on an existing system (which may be paper-based).  By analyzing the 

documentation, eg reports, screen layouts, etc from that system, extract gene expression data set and normalize it in the 

range of [0, 1] using min-max normalization.  

ei= (ei-min(ei)) /Max(ei)-Min(ei) where i=1 to N 

 

2.2.2 Ideal Feature Vectors 

In M x N training microarray dataset, where M is the number of samples and N is the number of genes, any gene th 

vector can be expressed in column matrix as  

gi=(e1,i e2,i e3,i . . . eJ ,i . . . . eM,i ) ,where i=1 to N 

Ideal feature vector are depend upon the class of the sample. If in M samples J samples belongs to class “1” and others 

on class “o” then ideal feature vector can be defined as. 

                            IFVc1 =1 1 1 1 1 1 1 1 1... 1jth 0 0 0 0 0 0 0...M 

                            IFVc2=0 0 0 0 0 0 0 0  0.. 0jth 1 1 1 1 1 1 1...M 

Where IFVc1 and IFVc2 are ideal feature vectors for class c1 and c2. 

 

2.2.3 Hybird Negative Correlated Feature Selection 

For finding hybrid negative correlated features, all the  features (genes) which are high correlated with IFVc1 from 

three feature selection techniques then same process is repeated for IFVc2.After finding the correlation arrange all the 

informative features in decreasing order with respect to their correlated values. For PC and CC arrange all features from 

high values to low values and for ED low values to high values. By combining all high ranked features from all 

independent feature selection techniques with respect to both ideal feature vectors then the obtained result is negative 

correlated informative feature (NC) sets, many work has already being done on this negative correlated features. 

By taking 25 high ranked features for each set (IF1 to IF6) after arranging the features in decreasing order of their 

correlated values. For finding hybrid negative informative features set (HNIF1), combine the Pearson  coefficient and 

Euclidean distance based features by uniting subsets IF1 and IF3 such that, first take common features then equally 

remaining high ranked features from both. Same process is repeated with IF2 and IF4 and combined with IF1 and IF3 

outcome. The maximum gap of 10 features for selecting common informative genes is considered. 

 

2.3 Classification of  Genes – SVM & Decision Tree 

Decision tree support vector machine, which combines SVM and decision tree using the concept of dichotomy, is 

proposed. DNA microarray experiments generating thousands of gene expression measurements are being used to 

gather information from tissue and cell samples regarding gene expression differences that will be useful in diagnosing 

disease. A new method to analyze this kind of data using support vector machines (SVMs) is developed. This analysis 

consists of both classification of the tissue samples, and an exploration of the data for mislabeled or questionable tissue 

results. As a result of computational analysis, a tissue sample is discovered and confirmed to be wrongly labeled. Upon 

correction of this mistake and the removal of an outlier, perfect classification of tissues is achieved, but not with high 

confidence. Then identify and analyze a subset of genes from the lymphoma dataset whose expression is highly 

differentiated between the types of tissues. To show robustness of the SVM method, two previously published datasets 
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from other types of tissues or cells are analyzed. The results are comparable to those previously obtained. Other 

machine learning methods also perform comparably to the SVM on many of those datasets. 

 

2.4 Prediction of Cancer Genes 

The standard strategy is to identify a molecular signature (i.e., the subset of genes most differentially expressed in 

patients with different outcomes) in a training set of patients and to estimate the proportion of misclassifications with 

this signature on an independent validation set of patients.  

By expanding this strategy (based on unique training and validation sets) by using multiple random sets, the stability of 

the molecular signature and the proportion of misclassifications is studied. 

 

2.5 Performance of  Evolution  

Constantly improving gene expression data’s are expected to provide understanding and insight into cancer-related 

cellular processes. Classify cancer class of patients by small subset of informative genes which kept the maximum 

amount of information about class and minimize the classification errors, illustrate a classification framework that 

combines a pair of hybrid negative correlated features from the combination of three feature selection methods. Finally 

get the result, the obtained informative gene subsets have good classification accuracy and also take less computational 

time as concern of classifier. But one of the limitations of this approach is, it does not take into account the correlation 

between genes, which reduces the usefulness of the selected genes for cancer classification. Then identify and analyze a 

subset of genes from the lymphoma dataset whose expression is highly differentiated between the types of tissues. 

 

III.EXPLANATION 

 

The filter method is used for feature relation. In gene expression data preprocessing the dataset is uploaded with large 

dimension and with required format. A warning message is displayed if there are too many of them, as could happen if 

the file uploaded is in a wrong format. 
 

In normalization, the uploaded dataset may have some null values. These null values are replaced by zero. In pre 

filtering, the minimum value and the maximum value is taken from each sample and then it is calculated. The values in 

the pre filtering will be only in 0’s and 1’s.The steps of normalization are: 

 Select the data source and convert into an un normalized table (UNF) 

 Transform the un normalized data into first normal form (1NF) 

 Transform data in first normal form (1NF) into second normal form (2NF) 

 Transform data in second normal form (2NF) into third normal form (3NF) 
 

Occasionally, the data may still be subject to anomalies in third normal form. In this case, perform further 

transformations. 

 Transform third normal form to Boyce-Coded normal form (BCNF) 

 Transform Boyce-coded normal form to fourth normal form (4NF) 

 Transform fourth normal form to fifth normal form (5NF) 
 

Then apply variance based filter technique to filter out the features which have nearly same values for all samples. In 

ideal feature vectors, the profited data is taken. The dataset is divided into two classes. The ideal feature vector class1, 

is arranged in ascending order and then the ideal feature vector class2, is arranged in descending order. In negative 

correlated feature, these are three feature selection methods. 

 Pearson co-efficient (PC) 

 Cosine co-efficient (CC) 

 Euclidean distance (ED) 

 

The PC, ED and CC are calculated with the ideal feature vector classes. Each technique has two classes like PC class1, 

PC class2, ED class1, ED class2, CC class1 and CC class2. In hybrid negative correlated feature, the combination of 

feature selection techniques takes place. The PC, ED and PC, CC are combined to get HNIF1, HNIF2. 

After selecting the required features, the classification is performed. The classifier used is Support Vector Machine 

(SVM) classifier with decision tree algorithm. The classification performance of Decision tree SVM highly depends on 

its structure, to cluster the multi-classes with maximum distance between the clustering centers of the two sub-classes, 

genetic algorithm is introduced into the formation of decision tree, so that the most separable classes would be 

separated at each node of decisions tree. In SVM classifier, the classification is done to select the required dataset. The 

Euclidean distance, Distance metric, Entropy metric and the Entropy is calculated. 
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In Check Accuracy, the test dataset is checked whether it has cancer or not and the cancer genes are shown. The list of 

genes identified as predictors of prognosis was highly unstable; molecular signatures strongly depended on the 

selection of patients in the training sets. Gene expression data is also expected to significantly aid in the development of 

efficient cancer diagnosis and classification platforms. In Performance evolution, the positive correlated feature, 

negative correlated feature and hybrid negative correlated feature are taken to represent the bar chart. The maximum 

accuracy is obtained in positive correlated feature. 

 

IV. RESULTS & DISCUSSION 

 

In Check Accuracy, the test dataset is checked whether it has cancer or not and the cancer genes are shown. The list of 

genes identified as predictors of prognosis was highly unstable; molecular signatures strongly depended on the 

selection of patients in the training sets. Gene expression data is also expected to significantly aid in the development of 

efficient cancer diagnosis and classification platforms. In Performance evolution, the positive correlated feature, 

negative correlated feature and hybrid negative correlated feature are taken to represent the bar chart. The maximum 

accuracy is obtained in positive correlated feature. 

 

 
Fig 3. Main Screen for Gene Expression Data 

 

In this figure is designed using net beans tool. Here using these tools to provide the GUI for our processing and placed 

on the buttons, labels, panel, frame, text area etc. Use this GUI to load the gene expression dataset into our process. 

This significance of this work is to classify and predict the category of the simple by its gene expression profile. There 

are some techniques used to predict the category. It shows the screen shot for main screen for gene expression data.  

 

 
Fig. 4 Feature selection technique cc calculation 
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This module consists of whole techniques which are to be calculated one by one. The selected option redirects to the 

corresponding calculation or module. Here under the process menu there are five methods are available. After 

analyzing the results of each gene and show the information gene accession number, affecting gene in filter method and 

wrapper method and embedded method. To show robustness of the SVM method, two previously published datasets 

from other types of tissues or cells are analysts. The log ratio between the two intensities of each dye is used as the 

gene expression data. 
 

The feature selection techniques is calculated there are three types of feature selection techniques are available. It is 

Euclidean distance measurement is displayed. Euclidean examined the root of square difference between co-ordinates 

of a pair of objects. It also referred as normal distance between two variables. This methods PC and ED, CC and PC are 

combined to give the hybrid negative correlated features. HNIF1 combines ED and PC calculation which arrange all 

features from low values to high values. HNIF2 combines CC and PC calculation which arrange all features from high 

values to low values. The SVM classifier is used to reduce the highly dimensional subset into small ranged subsets with 

the required conditions. 
 

 
Fig 5. Performance met for cancer genetics 

 

In this figure is designed using net beans tool. Using these tools to provide the GUI for our processing and placed the 

buttons, labels, panel, frame, text area etc. It is one of the feature selection techniques which represent the relationship 

between two variables that are measured on the same interval or ration scale. It ranges from -1 to +1. A value of +1 is 

the result of perfective positive relationship. When all points of a scattered plot fall directly on a line with an upward 

inline then it means perfect positive correlation. 
 

Table 1. Analysis with Positive Correlated, Negative Correlated (NC) and Hybrid Negative Correlated Features 
 

Feature Sets  Number of Test Samples  Matched Samples  Recognition Accuracy  

IF1  31  21  67.8%  

IF2  31  24  77.4%  

IF3  31  23  74.2%  

IF4  31  24  77.4%  

IF5  31  26  83.9%  

IF6  31  24  77.4%  

NC1  31  26  83.9%  

NC2  31  27  87.1%  

NC3  31  28  90.3%  

HNIF1  31  28  90.3%  

HNIF2  31  29  93.5%  
 

Table 2. Analysis of Leukemia Dataset with Positive Correlated, Negative Correlated (NC) and Hybrid Negative 

Correlated Features 
 

Feature Sets  Number of Test Samples  Matched Samples  Recognition Accuracy  



ISSN (Online) 2278-1021 
ISSN (Print)    2319-5940 

 
 

 

 

International Journal of Advanced Research in Computer and Communication Engineering  
 

nCORETech 2017 
 

LBS College of Engineering, Kasaragod 

Vol. 6, Special Issue 3, March 2017 

Copyright to IJARCCE                                                              DOI 10.17148/IJARCCE                                                                                            14 

IJARCCE 

 

IF1  34  27  79.4%  

IF2  34  32  94.1%  

IF3  34  28  85.5%  

IF4  34  33  97.1%  

IF5  34  27  79.4%  

IF6  34  32  94.1%  

NC1  34  32  94.1%  

NC2  34  33  97.1%  

NC3  34  32  94.1%  

HNIF1  34  33  97.1%  

HNIF2  34  33  97.1%  

 

V. CONCLUSION 

 

In this work to classify the gene small subset of informative genes, which having maximum amount of information are 

find out which leads to minimize the classification errors. The most predominantly used feature selection technique, 

filter method is used to preprocess the data which normalize and transform the data into required format. The correlated 

features are determined by using three techniques such as ED, PC and CC method. As a result the Positive correlated, 

Negative correlated and Hybrid negative correlated features are found out. For classifying the result the classifier 

support vector machine (SVM) classifier with decision tree algorithm is used. The SVM can easily deal with large 

number of features and also with large number of features. It is efficient to analyze broad pattern of gene expression 

from microarray data. The performance evaluation of this classifier is compared with the Feed Forward Neural network 

classifier. While comparing, the result shows that it eliminates the over fitting problem and also it takes into account 

about the correlation between genes which increases the usefulness of the selected genes for cancer classification. 
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